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Abstract 1 Introduction 

Multimedia applications require a guaranteed level of service 
for accessing Continuous Media (CM) data, such as video 
and audio. To obtain such guarantees, the database server 
whom the data is residing must employ an admission control 
schomo to limit the number of clients that can be served con- 
currently, We investigate the problem of on-line admission 
control where the decision on whether to accept or reject a 
request must bc made without any knowledge about future 
rcqucsts. Employing competitive analysis techniques, we ad- 
dress the problem in its most general form with the follow- 
ing key contributions: (1) we prove a tight upper bound on 
the competitive ratio of the conventional Work-Conserving 
(WC) policy, showing that it is within a factor e of the 
optimal clairvoyant strategy that knows the entire request 
scquoncc in advance, where A is the ratio of the maximum 
to minimum request length (that is, time duration), and p 
is the maximum fraction of the server’s bandwidth that a 
rcqucst can demand; (2) we prove a lower bound of Q(s) 
on tho competitive ratio of any deterministic or random- 
ized admission control scheme, demonstrating an exponen- 
tial gap bctwccn greedy and optimal on-line solutions; (3) 
WC propose simple deterministic schemes based on the idea 
of lrandwidth prepartitioning that guarantee competitive ra- 
tios within a small constant factor of log A (i.e., they are 
near-optimal) for sufficiently large server bandwidth; (4) we 
introduce a novel admission control policy that partitions 
tha scrvcr bandwidth based on the expected popularities of 
different request lengths and present a set of preliminary 
cxpcrimontal results that demonstrate the benefits of our 
policy compared to WC. We believe that our results offer 
new insights to other optimization problems that arise in 
CM data management, including data placement and load 
bnlancing in distributed CM databases. 

Next generation database systems will need to provide sup- 
port for various forms of multimedia data such as images, 
video, and audio. These new data types differ from conven- 
tional alphanumeric data in their characteristics, and hence 
require diierent techniques for their organization and man- 
agement. A fundamental issue is that digital video and au- 
dio streams consist of a sequence of media quanta (video 
frames or audio samples) which convey meaning only when 
presented continuously in time. Hence, a multimedia data- 
base server needs to provide a guaranteed level of service 
for accessing such continuow media (CM) streams in order 
to satisfy their pm-specified real-time delivery rates. Given 
the limited amount of computing resources (e.g., memory, 
disk bandwidth, disk storage), it is a challenging problem to 
design effective resource management algorithms that can 
provide on-demand support for a large number of concur- 
rent continuous media clients. 

‘Part of this work was dono while the first author was visiting Bell 
Lnborntorlon. 
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Typically, clients issue requests for the playback of spe- 
cific CM clips (i.e., contiguous portions of audio or video) 
residing at the database server. A crucial component of CM 
service is the admission control mechanism, which is invoked 
whenever a new request arrives to decide whether to accept 
or reject the request. By accepting a request, the server 
commits to satisfy the resource requirements of the corre- 
sponding playback stream throughout its execution, whereas 
rejected requests must pursue a different course of action 
(depending on the application)‘. The effectiveness of the 
admission control component is of vital importance for the 
following reasons. First, the resource requirements of CM 
applications are high. Second, they require fractions of the 
server’s resources to be reserved to meet their stringent per- 
formance requirements. Third, these applications tend to 
last for relatively long periods of time. Reserving large por- 
tions of the resources for long durations can result in drastic 
degradation of server utilization if the server makes wrong 
decisions whom to admit. 

t Pnrtlnlly supported by the Nntional Science Foundation under 
Grnnt IRI-0167308 (PYI Awnrd), and by grants from IBM, DEC, 
IIP, AT&T, Informix, nnd Omcle. 

An important characteristic of admission control is the 
introduction of an on-line decision making element - the 
decision of whether to accept or reject a request has to be 
made without any knowledge of future requests, with the 
understanding that once a request is accepted, it is guar- 
anteed a level of service throughout its duration (i.e., the 
schedule is non-preemptive). In this paper, we study the 
implications of the on-line nature of the problem which has, 

‘Our model corresponds to the Full-VOD service model [l, 8,221. 
Other service models have also been explored in the literature [17]. 
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for tho most part, been ignored in the multimedia literature. 
Our porformancc metric for admission control strategies is 
the total sewer throughput over a sequence of requests and 
our methodology is based on the competitive analysis frame- 
work for on-lint algorithms (301. The basic quality metric 
in this framework is the competitive ratio of an on-line algo- 
rithm, which is defined to be the maximum (over all possible 
rcqucst sequences) value of the ratio of the performance of 
the optimal off-line algorithm for a request sequence to the 
pcrformancc of the on-line algorithm for the same request 
scquoncc, Note that, by definition, competitive analysis is 
tantamount to a worst-case analysis in the off-line case. An 
nlgorithm with a low competitive ratio is one that performs 
close to optimal in all situations. Since no assumptions are 
made about the sequence of requests offered to the server, 
the compctitivc ratio provides a very robust measure of per- 
formance, 

WC assume a centralized database server where incoming 
playback requests require some fraction of the server’s band- 
width for some period of time. For example, a request to 
view a half-hour MPEG-1 video clip requires 1.5 Megabits 
per second (Mbps) of the server’s bandwidth for the 30 min- 
utes of playback. WC consider two different cases of the prob- 
lam, In the first case, we assume that all requests require 
the same fraction of the server’s bandwidth (e.g., all clips 
nrc MPEG-1 encoded videos); thus, the server can be viewed 
as a of collection of available playback channels. In the sec- 
ond, more general case, different fractions of the server’s 
bandwidth can be reserved. We show that the conventional 
Work-Conserving (WC) policy where an incoming request is 
nlways admitted if there is sufficient bandwidth to accommo- 
date it, can behave. poorly in an on-line setting. More specif- 
ically, WC show that the competitive ratio of WC is 1+ A for 
the case of identical bandwidth requests and e for the 
case of variable bandwidth requests, where A is the ratio 
of maximum to minimum request length and p is the max- 
Imum fraction of the server’s bandwidth that a request can 
domnnd. WC introduce novel admission control strategies 
based on the idea of prepartitioning the bandwidth capacity 
of the server among requests of different length and prove 
that, for sufficiently large server bandwidth, these strate- 
gies arc O(log A)-competitive. We also show an R(log A) 
(rcsp. n(e)) lower bound on the competitive ratio of 
any deterministic or randomized algorithm for the identi- 
cnl (rcsp. variable) bandwidth case, thereby establishing 
the near-optimality of our on-line algorithms. Based on 
the above results, WC propose a bandwidth prepartitioning 
schcmc that makes use of clip popularities to ensure good 
avcrngc-case as well as worst-case performance. The results 
of our preliminary experimental study verify the benefits of 
our echcmc as compared to WC. More specifically, both al- 
gorithms are shown to perform adequately well when the 
server is underutilized or persistently overloaded. However, 
WC expect that a well designed system has undergone effec- 
tivc capacity planning and, therefore, will not be overloaded 
persistently but only at short time intervals. We capture 
such short term overloads in our experiments, and demon- 
strate that our admission control scheme outperforms WC 
substantially under these workloads. 

The remainder of this paper is organized as follows. Sec- 
tion 2 rcvicws rclatcd work in the area of multimedia da- 
tabases and on-line algorithms. In Section 3, we provide 
the ncccssary definitions and formulate the on-line admis- 
sion control problem. Section 4 introduces our novel Band- 
width Prcpartitioning strategies and presents our competi- 
tive analysis results for both identical bandwidth and vari- 

able bandwidth requests. In Section 5 we discuss the find- 
ings of a preliminary experimental study with the admis- 
sion control schemes described in this paper. Finally, Sec- 
tion 6 concludes the paper with a discussion on the impli- 
cations of our results in the context of data placement in 
distributed CM database-s. All theoretical results in this pa- 
per are stated without proof due to space constraints. The 
details can be found in the full version of this paper [16]. 

2 Related Work 

Resource scheduling issues in CM databases have attracted 
considerable interest from the research community in recent 
years [lo, 11, 17, 22, 25, 27, 29, 341. However, little at- 
tention has been paid in the multimedia literature to the 
on-line nature of the admission control problem for CM da- 
tabase servers. Long and Thakur [23] present simple ad- 
versary arguments to show that no on-line algorithm can 
achieve a constant competitive ratio in the context of the 
Swift distributed I/O architecture. Aggarwal et al. [1, 81 
present a competitiveness analysis for a different service 
model, termed Shared Video-On-Demand. Requests are no- 
tified of acceptance or rejection within a server-specified 
time interval (termed no@ation interval) from their ar- 
rival. Admitted requests waiting for the same clip, can be 
batched onto a single stream. They show that allowing for 
sufficiently large notification intervals (linear in the length 
of the clips) can guarantee constant competitive ratios for 
simple scheduling algorithms [l, 81. The Shared Video-On- 
Demand model is different from our model of CM service in 
the sense that it tries to capture the effects of wait tolerance 
and batching on the number of clients served. Therefore, 
their results can be viewed as orthogonal to ours. Further- 
more, the corresponding analysis assumes that (a) all CM 
clips have the same length (i.e., time duration) and require 
the same amount of bandwidth; and (b) any two requests by 
the same client must be separated by at least the duration 
of a clip. These assumptions severely limit the applicability 
of their results to general CM servers. 

There is also a significant body of related work in the field 
of on-line algorithms for bandwidth allocation and circuit 
routing in communication networks. Lipton and Tomkins [21] 
study the competitiveness of randomized strategies for the 
non-preemptive On-line Interval Scheduling (01s) problem, 
which essentially corresponds to on-line admission control in 
a server that can support a single playback stream. Under 
the assumption that the ratio A of longest to shortest in- 
terval is not known a-priori, they present an O((log A)‘+e)- 
competitive randomized algorithm and show that no O(log A)- 
competitive algorithm can exist. Extensions to their ran- 
domized scheme are presented by Faigle et al. [13]. Awer- 
buch et al. [4] examine the more general problem of non- 
preemptive circuit routing on tree-structured networks and 
propose a general randomized technique termed “Classify 
and Randomly Select”. The main idea is to classify on- 
line events in disjoint classes and then consider only the 
events that are assigned to a randomly selected class. By 
averaging over all possible random choices, “Classify and 
Randomly Select” achieves logarithmic competitive ratios 
(in an expected sense). However, the idea of an admis- 
sion control scheme that considers only one randomly se- 
lected class of user requests and simply ignores all others 
is obviously not very appealing for CM database servers, 
since it ignores fundamental requirements such as fairness. 
Our proposed schemes also employ the idea of on-line clas- 
sification, but they also are completely determ%slic with- 
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out compromising near-optimal competitiveness (for suffi- 
ciontly large scrvcr bandwidth). Awerbuch et al. [3] consider 
non-prccmptivc circuit routing on general networks. They 
prcscnt a deterministic scheme (called ROUTE-OR-BLOCK) 
which, assuming that the bandwidth requested by a single 
circnit ncvcr exceeds an 0( 10s n;ma, ) fraction of edge capac- 
ity, achicvcs a competitive ratio of 0(10gnT,,,.,~) , where n 
is the number of nodes in the. network and T,,,,, is the maxi- 
mum duration of a call. They also prove that their scheme is 
nonr-optimnl for deterministic on-line routing. The 
ROUTLORBLOCK algorithm is based on ideas developed for 
multicommodity network flow problems. Roughly speaking, 
the main idea is to assign each edge a “length’, that is ex- 
poncntial in its current load and route an incoming circuit 
only if the length of the shortest routing path is less than 
the “bcncfit,’ associated with the circuit. However, as re- 
ported by Plotkin [28] and Gawlick [18], ROUTE-OR-BLOCK 
cxhiblted consistently poor performance in an actual im- 
plementation, Ad-hoc changes in the algorithm’s parame- 
ters wcrc necessary to improve its behavior. Furthermore, 
the ROUTILOLBLOCK scheme itself is rather complex and 
unintuitivo and it is not clear how it can benefit from the 
knowledge of statistical information, such as request popu- 
lari ties, 

Finally, WC should note that allowing preemption of re- 
qursts can lead to better competitive ratios for on-line sche- 
duling nnd admission control problems [7, 9, 14, 15, 20, 331. 
Howcvcr, the assumption of preemptability is unrealistic in 
the context of CM applications. 

3 Problem Formulation 

We view a CM database server as a “black box,’ capable of 
olfcring a sustained bandwidth capacity of B. The input se- 
qucnc@ consists of a collection of bequests B = 61,42,. . . , UN. 
Tho i”‘ request is represented by the tuple ui = (ti,Zi,ri), 
where Ii, rt dcnotc the length and bandwidth requirement 
(rcspcctivcly) of the requested CM clip and ti is the arrival 
time of u(. Given a collection of different requests that are 
hnndlcd by a server (based, for example, on the clips avail- 
nblc nt the server or the server’s usage patterns), we use 
1 naz (r,o,) to denote the length of the longest (shortest) 
rcqucst. (rtnax and rmiu are defined similarly.) Finally, we 
dcfino A = k andp= v. 

WC use competitive analysis [30] to measure the perfor- 
mnncc of different admission control strategies. Our opti- 
mization metric is the total throughput; that is, the band- 
width-time product over a given sequence of requests. More 
formally, given an on-line scheduling policy A and an in- 
put scqucncc a, WC define the benefit of A on 7? as VA(~) = 
Es lr * rf, whcrc SA C_ i7 is the set of requests scheduled 
by a. The competitive ratio of an on-line algorithm A is 
doflncd as the maximum value K(A) over all possible re- 
quest scqucnccs of the ratio of the throughput achieved by 
the optimal off-line algorithm for a request sequence to the 
throughput achieved by A for the same sequence. If A is 
n randomized algorithm, then the throughput achieved by 
A for a rcqucst sequence is averaged over all possible %oin 
flips” of A [24]. More formally, 

VA. (3 
, if A is deterministic 

r;(A) G 
i 

suPA* ,ii VA (ii) 

supA. ,a ‘g$&l , if A is randomized 

whore i? ranges over all possible request sequences, A’ ranges 

over all off-line (i.e, clairvoyant) algorithms, and the expec- 
tation EA[‘] is taken over the random choices of A. Thus, 
an algorithm with a small competitive ratio is guaranteed 
to perform close to optimal in all situations. We say that 
algorithm A is k-competitive if K(A) 5 k. 

It is conventional in the analysis of on-line methods to 
describe things in terms of a game between a player (the 
on-line algorithm) and an adversary (the off-line algorithm), 
whose goal is to produce a request sequence that would force 
the player to perform poorly. For randomized algorithms, 
diierent models of adversaries have been proposed depend- 
ing on the adversary’s knowledge of the player’s random 
choices [24]. The lower bounds presented in this paper as- 
sume the %eakest” model of an obZiuious adversary; that is, 
an adversary that is oblivious to the random choices made 
by the on-line algorithm. 

4 Competitive Analysis of Admission Control 

4.1 The Greedy/Work-Conserving Policy 

The scheduling strategy used as a starting point in our study 
is the basic Work-Conserving (WC) scheme traditionally 
used for admission control in CM servers. WC is based on 
the following greedy rule: “schedule request 4s immediately 
if the server has at least ri bandwidth available at time ti; 
otherwise, reject ui “. As our results show, WC offers rather 
poor performance guarantees in an on-line setting. 

First, consider a restricted version of the admission con- 
trol problem in which all requests require a constant fraction 
of the server’s bandwidth B. That is, ri = T for all i. Let 
c = L$] > 1 denote the number of playback channels avail- 
able at the server2. The following theorem establishes the 
competitiveness of WC in thii setting. 

Theorem 4.1 WC is (l+A)-competitive for scheduling re- 
quests with identical bandwidth requirements on-line; that 
is, K(WC) < 1 + A. Furthermore, this bound is tight. 

q 
In general, a playback request requires an arbitrary por- 

tion of the server’s bandwidth B. This bandwidth require- 
ment depends, for example, on the data encoding method 
used (e.g., MPEG-1, MPEG-2) or the Quality of Service 
(QoS) specified by the client. The following theorem shows 
the effect of this more general model on the competitive 
factor of the WC policy. 

Theorem 4.2 WC is maxfB~~+~)r , )-competitive for sche- 
duling requests with different b&d%th requirements on- 
line. n 

Thus, allowing variability along the second dimension (i.e., 
bandwidth) multiplies the competitiveness of WC by a factor 
that depends on B, r,,,, and rm<n. Intuitively, this term 
captures the effects of the worst-case bandwidth loss due 
to fragmentation. If B > f‘moz + rmin, as will usually be 
the case for CM servers and requests, then the following 
corollary applies. 

C0r01hy 4.1 If B 1 rm,,+rmi, then WC is e-compe- 
titive, where p = 9. q 

2Note that, in this case, maximizing throughput is equivalent to 
maximizing total scheduled request length 1211. 
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Note that the competitiveness bound of $b$ is, in fact, valid 
rogardlcss of the relative sizes of B and rmaz -k rmin. The- 
orem 4,2 just gives a tighter bound when B < rmaz + +min. 
Also, note that for typical CM numbers the fraction p is 
much smaller than unity. For example, even for the reIa- 
tivcly high MPEG-2 rate requirements of 6-8 Mbps, a CM 
sorvcr with a low-end RAID can sustain 40-60 concurrent 
streams [26, 311. The denominator in our competitiveness 
bound agrees with the bounds given by Bar-Noy et al. [7] 
for the preemptive version of the problem. (They avoid de- 
pendence on A through clever use of the preemption mech- 
anism,) 

4,2 Lower Bounds 

In this section, we prove lower bounds on the competitive ra- 
tio of any deterministic or randomized algorithm for on-line 
admission control. Our results demonstrate the existence of 
an cxponcntial separation between the competitive ratio of 
WC and the lower bound on the competitive ratio of any 
dotcrministic or randomized algorithm. This clearly sug- 
gests the possibility for improvement by using non-greedy 
schemes. We propose such schemes with near-optimal com- 
petitiveness in Section 4.3. 

Once again, let us start with the identical bandwidth 
case (ho., ri = r for all i)* A simple adversary argument 
SLOWS that for the case of a single bandwidth channel (i.e., 
the 01s problem [21]), there is a lower bound of 1 + A on 
the competitiveness of any deterministic scheduler. Thii 
argument fails when the number of channels is increased. 
Howcvcr, as the following theorem shows, no deterministic 
or randomized admission control scheme can be better than 
R(log A) competitive. 

Theorem 4.3 Any deterministic or randomized on-line ad- 
mission control algorithm for CM requests with identical 
bandwidth requirements has a competitive ratio of fl(log A). 

cl 

Similar lower bounds on the competitive ratio hold for the 
variable bandwidth case. Again, the effect of bandwidth 
fragmentation introduces a multiplicative factor of A. 

Theorem 4.4 Consider a sequence of CM requests with 
variable bandwidth requirements. Then: 

(1) Any deterministic on-line admission control algorithm 
has a competitive ratio of (a) n(v), if p > i; and, 
(b) Q(e), otherwise. 

(2) Any randomized on-line admission control algorithm 
has a competitive ratio of Q(e) , if p 5 &. 

0 
WC should note that Awerbuch et al. [3] also proved an 
Q(log A) lower bound for deterministic on-line circuit rout- 
ing in the case of requests with identical bandwidth require- 
mcnts, However, our lower bounds for the more general 
variable bandwidth case also demonstrate the effect of the 
maximum bandwidth demand (p) which was not factored 
into their results. Furthermore, we have shown that the log- 
arithmic lower bounds cannot be improved upon through 
the USC of randomization. 

4.3 Bandwidth Prepartitioning Policies 

We now propose novel deterministic admission control poli- 
cies that guarantee near-optimal competitive ratios for rea- 
sonably large bandwidth capacities. Our policies are based 
on prepartitioning the bandwidth capacity of a CM server 
among requests of different length. Roughly speaking, the 
basic idea of the bandwidth prepartitioning schemes is to 
isolate requests with large differences in length, thus en- 
suring that short requests cannot “steal” the entire server 
bandwidth from longer (and, more profitable) requests3. 

The first policy we introduce is termed Simple Band- 
width Prepartitioning (SBP) and is depicted in Figure 14. 
The SOP algorithm exploits the server’s knowledge of the 
A ratio by classifying requests to channel groups based on 
their length and then using a WC policy within each group. 
The idea is that by classifying the requests into diierent 
partitions according to their Iength range, we are ensuring 
that the maximum to minimum length ratio is bounded by 
a constant within each partition. 

I 

Simple Bandwidth Prepartitioning 

1. Divide the available bandwidth B into [logAl parti- 
tions BI , . . . , By],, A‘J , where the size of the ith parti- 
tion is [&I 5 *. 

I 
2. For each arriving request aj = (tj, lj, rj) 

2.1 Let i E (l,..., 
2i-1.1 

jlog A)} be such that: 
min 5 lj < 2’*l,i, (allowing for lj = 2i’lmin 

if i = flog Al). 
2.2 If the amount of free bandwidth in partition Bi 

is legs than rj, then reject aj; 
Otherwise, schedule oj in partition Bi; 

Figure 1: Algorithm SEW. 

The following theorem shows that this simple preparti- 
tioning scheme resuks in a significant improvement in the 
competitive ratio for CM servers with bandwidth B larger 
than rmar - [log Al. This requirement is typically satisfied 
by today’s servers, even for large values of rmoz and A, For 
example, if rma+ = 8 Mbps and I,,, = 120 * lmin, then 
rma+ . [log Al = 56 Mbps, i.e., less than the transfer rate of 
a single high-end magnetic disk [27]. 

Theorem 4.5 Assume p = v < 6 (or, equiva- 
lently, c > [logAl for the identical bandwidth case). Then 
the SUP admission control policy is: 

(1) 3.[log Al-competitive for the identical bandwidth case; 
ad, 

(2) r~~.i~~~~, -competitive for the variable bandwidth case. 

0 

3Note that, if A = 1 (i.e., all requests have identical lengths) then 
simple WC offers optimal competitiveness. Thus, we will assume that 
A > 1 or. eauivalentlv. IOK A > 0 in the remainder of this oauer. 

4\Ve describe our-policies in terms of the more general variable 
bandwidth case. The restriction to identical bandwidth requests 
should be straightforward. 
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Thus, by merely isolating different length ranges, the 
SBP ndmission control policy improves the competitiveness 
of WC from linear to logarithmic in A, at least for the iden- 
ticnl bandwidth case. The main idea behind SBP is that 
in order to bc competitive under a worst-case scenario, the 
schcdulor should not allow short duration requests to mo- 
nopolize tho server’s bandwidth. However, SBP can also 
suffer from bandwidth fragmentation in the variable band- 
width cast, In the worst case, bandwidth approximately 
cqunl to rmaz is lost in each partition, leading to a total 
bnndwldth 10~s of rmaz 1 [log A) in the server. Intuitively, 
we would like to be able to “combine” these bandwidth frag- 
ments to nllow for incoming requests to be scheduled across 
partitions, cspccially if these requests are long since thii im- 
plies more guaranteed profit. 

The Down-shift Bandwidth Prepartitioning (DBP) pol- 
icy depicted in Figure 2 is based exactly on these observa- 
tlons. As in SBP, the VBP algorithm also prohibits short 
requests from monopolizing the server, but it also allows 
longor (and thus, more profitable requests) to be “down- 
shifted” to lower groups and steal unused bandwidth that 
would otherwise be dedicated to shorter requests. Theo- 
rem 46 shows that incorporating this change does not com- 
promlsc logarithmic competitiveness. 

Theorem 4.6 Assume p = v < & (or, equiva- 
lontly, c > /log A] for the identical bandwidth case). Then 
the ‘ZIBP admission control policy is: 

-competitive for the identical bandwidth 

-competitive for the variable band- 

cl 

Down-shift Bandwidth Prepartitioning 

1, Divide the available bandwidth B into [log A] parti- 
tions 131, . . , , Bflos Al, where the size of the ith parti- 
tion is lBr[ = *, 

2. For each arriving request aj = (tj, Zj,rj) 

2,l Let i E {l,..., [log A]] be such that: 
S”r*Zmi* 5 lj < 2”tmin (allowing for lj = ‘Li’l*i* 
if i = [log A]). 

2.2 If the total amount of free bandwidth in 
Br U . . . U Bi is less than rj, then reject aj; 
Otherwise, schedule Uj using available bandwidth 
from partitions Bi, Pi-r,. . . , Br in that order. 

Figure 2: Algorithm VBP. 

Corollary 4.2 follows directly from Theorems 4.5 and 
4,6, Combined with the lower bounds in Section 4.2, Corol- 
lnry 4,2 establishes the near-optimality of the SBP and DBP 
pollclcs for the variable bandwidth case, assuming that the 
scrvcr bandwidth B is larger than 2 - rmaz . [log A]. Again, 
this is a rcquircmcnt that is typically satisfied by today’s CM 

servers and applications. (See the discussion before Theo- 
rem 4.5.) Note that even smaller competitive ratios can be 
obtained if B > k - rmar - [log A], where k > 2. 

Corollary 4.2 Assume p = v < hl. Then: 

(1) The SBP admission control policy is 6arlog Al-compe- 
titive for the variable bandwidth case; and, 

(2) The DBP admission control policy is (1+ 16. [log A))- 
competitive for the variable bandwidth case. 

cl 

Although the constants in the competitiveness bounds 
we have shown for ‘DBP are larger than those of SBP, me 
conjecture that they can be improved. To support our con- 
jecture, note that for the-identical bandwidth case when a 
request of length Zj E [2*-r - Zmin, 2’ . Zmin) is rejected in 
SBP, the scheduler can guarantee that the benefit of run- 
ning requests is at least I& - 2’-’ . Zmin, whereas with 
‘DBP the corresponding guaranteed benefit is at least: 

that is, nearly double the benefit for SBP. Of course, the 
main advantage of DBP over SBP is that, by “down-shift- 
ing”, it can significantly reduce the effects of bandwidth 
fragmentation in the variable bandwidth case. A formal 
proof of improved competitive ratios for ‘DBP is left as an 
open problem for future research. 

Even though SBP and DBP guarantee logarithmic com- 
petitiveness under a worst-case scenario, they may also se- 
verely underutilize the server in average cases. For example, 
when all the requests address the shortest group of clips 
residing on the server, both schemes will end up utilizing 
only & of the available bandwidth. This is clearly un- 
desirable. We now propose a novel on-line admission control 
policy that employs the intuition of prepartitioning schemes 
(to avoid worst-case scenarios for WC) within a framework 
that also allows for good average-case performance. Roughly 
speaking, the idea is to use the methodology of ‘DB’P but de- 
fine the sizes of the bandwidth partitions Bi as a function 
of the popularities and/or the lengths of all requests in the 
length range [2i’1 - Zmin, 2’ . Z-in). The resulting admission 
control scheme, termed Popularity-based Bandwidth Prepar- 
titioning (PUP), is depicted in Figure 3. Note that PBP is 
given in parameterized form with the parameter f being the 
specific function of popularities and lengths used to define 
the partition sizes. In Section 5, we describe two specific 
choices for f used in our preliminary experimental study. 
The PBP admission control scheme relies on the assump- 
tion that request (i.e., clip) popularities can be estimated 
with reasonable accuracy (e.g., using a ‘moving window” 
prediction method 1221). Clearly, taking popularities into 
account is necessary to avoid worst-case scenarios for VBP 
(i.e., when the most frequent requests are also the short- 
est). In fact, assuming that requests are independent and 
the given popularities are accurate, we can give simple ar- 
guments based on Claernofi bounds [24] to show that the 
probability of a worst-case “loss” for PBP (with specific 
choices for f) is exponentially small. The interested reader 
is referred to the full version of this paper [16]. 
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Populority-baaed Bandwidth Prepartitioning[ f ] 

1, Let pj denote the probability that the length of an 
incoming request is lj (i.e., the popularity of Zj). Let 
PLi denote the set of (popularity, length) pairs with 
lengths in the ith range; that is, 

PLI = { (jljf lj) 1 lj E [2’-’ ’ lminr 2’ * Zmin) ). 

2, Divide the available bandwidth B into [logAl parti- 
tions B1, . . , , Bpog Al, with 

l&l = f (p&i) 
xi f(PLi) ’ B’ 

3. For each arriving request aj = (tj, Zj,rj) 

3,l Let i c o,...., [log Al) be such that: 
2”“lmin < lj < 2’*lmjn (allowing for lj = 2”1,<* 
if i = [log A)). 

3.2 If the total amount of free bandwidth in 
Bl U . , , U Bi is less than rj, then reject gj; 
Otherwise, schedule uj using available bandwidth 
from partitions Bi, Bi-1,. . . , B1 in that order. 

Figure 3: Algorithm Pl3P 

5 Experimental Study 

In this section, we describe the results of a preliminary set 
of experiments WC have conducted with the WC and PBP 
stratcgics for on-line admission control. Since our com- 
petitiveness results clearly demonstrate the superiority of 
prepartitioning schemes with respect to worst-case scenar- 
ios, our goal was to ensure that the worst-case guarantees 
did not impair average-case perjormance. We start by pre- 
senting our experimental testbcd and methodology. 

5,l Experimental Testbed 

To examine the average-case behavior of the WC and PBP 
schomcs, WC have experimented with three distinct random 
arrival patterns: 

l Poisson Arrivals. Requests of different lengths arrive 
at the server according to a Poisson process model with 
nn arrival rate of X. This is a plausible probabilistic 
model for servers with a reasonably steady traffic flow 
(c,g,, video servers in scientific research labs serving 
clips of recorded experiments to scientists around the 
globe), 

l Bursty Arrivals. Requests of different lengths arrive at 
the server in bursts at regular intervals of time (termed 
burst separation). Each such burst itself consists of a 
scqucncc of request batches, where each batch consists 
of requests of identical length arriving during a very 
short period of time. The batch arrivals are again mod- 
clcd as a Poisson process with an arrival rate of X. This 
workload is intended to model “rush-hour traffic” sit- 
uations in CM servers. 

l Poisson + Short Burst Arrivals. Long requests arrive 
at the server according to a Poisson process model with 
an arrival rate of X&& At the same time, bursts of 
short requests arrive based on a Poisson process with 
an arrival rate of &ho+ This workload mode1 com- 
bines some features of the previous two models. It is 
intended to represent situations where servers operat- 
ing under a relatively steady flow of long requests (e.g., 
movies or sports events), occasionally have to handle 
bursts of short requests (e.g., the 6 o’clock news). 

In most of our experiments, the request lengths were 
sampled from a discrete set of values between 5 and 150 min- 
utes, with sampling probabilities (i.e., popularities) taken 
from a Zipfian distribution wivith skew parameter I [35]. We 
varied this skew parameter from 0.0 (uniform) to 2.0 (very 
skewed). Results were obtained for three different models of 
correlation between request lengths and popularities: 

l Positive. Larger popularities are assigned to longer 
requests. 

l Negative. Larger popularities are assigned to shorter 
requests. 

l Random. No length/popularity correlation exists; that 
is, the values of the Zipfian probability vector are as- 
signed to the diierent request lengths in a random 
manner. 

We also experimented with two diierent choices for the f 
function parameter of the PBP scheme. The first choice fl 
captured the cumulative popularity of a length range, that is 
fl CpLi) = &,I)EPL~ p. The second choice f2 was the total 
popularity-length product of a range, that is 
f2(PLi) = & lj~p~. P’ z- 

In our expehmen& for the identical bandwidth case, we 
assumed a server with 100 available channels. For the vari- 
able bandwidth case, we varied the server’s sustained band- 
width capacity between 100 and 250 Megabits per second 
(Mbps) and selected the rate requirement of a request rnn- 
domly between 500 Kbps and 8 Mbps. The parameter values 
are summarized in Table 1. 

System Parameter Value 

~1 

Table 1: Experiment Parameter Settings 

For each different combination of input parameters, we 
modeled the system behavior under each scheduling policy 
for 20,000 minutes of simulated time and 10 randomly gener- 
ated request sequences. The results presented here represent 
the averages over these 10 runs of the system. In all cases, 
the comparison metric was the fraction of the server capacity 
eflectively utilized; that is, the ratio 

(server bandwidth) x (simulation time) ’ 

for each scheduler A and request sequence r. 
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G,2 Experimental Results 

We now present an overview of our experimental compari- 
son of the WC and PEP schemes for the (general) variabIe 
i~nndwklth case Similar results were obtained for identical 
bondwidth rcqucsts. For the numbers presented here, the 
rcqucst Icngths were sampled (based on z and the model of 
correlation) from the collection {&IO, 15,90,120,150} (in 
minutes), the request rates were selected (uniformly) from 
the sot {OJi, l.G, 3,0,4,6,6.0,8.0} (in Mbps), and the server 
bnndwidth capacity was 250 Mbps. The plots shown in this 
ocction arc indicative of the results obtained for other values 
of rcqucst and server parameters. 

WC focus our discussion on pPaP[fs]; that is, ‘PEP using 
the “total popularityxlength” partitioning criterion, since it 
cxhibitcd uniformly better performance than PBP[fl] in our 
cxpcrimcnts. We should stress, however, that even with “cu- 
muintivc popularity” partitioning, PBP outperformed WC 
by a significant margin for our “bursty” workloads. 

The first set of experiments studied the relative effective- 
ness of the WC and PBP schemes under Poisson arrivals for 
diffcront values of the Zipfian skew parameter I and different 
length/popularity correlations, Figure 4(a) shows the per- 
formnnce of the schemes as a function of the Poisson arrival 
rate X for 2 = 0.6 and random length/popularity correla- 
tion, Our basic finding is that, by exploiting its knowledge 
of clip popuiaritics PBP is able to do at least as good as 
WC in nil cases, We should mention that we also exper- 
imcntcd with different models of the arrival process (e.g., 
using uniformly rather than exponentially distributed inter- 
arrival times) that also led to the same conclusions regarding 
the reintivc performance of the strategies under random ar- 
rivals. 

The second set of experiments concentrated on the rela- 
tivc performance of the algorithms under the Bursty Arrival 
model described in the previous section. We studied the 
scrvcr utilization as a function of the length of the burst 
separation interval as well as the size of a batch of arrivals 
for diffcrcnt values of the z and X parameters, the size (i.e., 
number of batches) of a burst, and different modes of corre- 
lation, Figure 4(b) shows the server utilization as a function 
of the burst separation interval for batch size equal to 40, 
z = 0,6, batch arrival rate X = 0.8, burst size equal to 
10, and random length/popularity correlation. (We show 
burst separations decreasing from left to right as this re- 
fleets lncrcasing load, as in Figure 4(a).) Our results show 
thnt under such conditions, PBP outperforms WC by an 
nvoragc margin of 15% - 40%. Note that the ‘gump” ob- 
scrvcd in the curves as the burst separation approaches 150 
minutes is caused by our specific choice of request lengths 
nnd our model of “bursty” arrivals. The numbers from the 
snme cxpcrimont but for positive length/popularity corre- 
lation (Lo,, longer requests are more popular) are depicted 
in Figure G(a), WC clearly performs better under the posi- 
tlvo correlation assumption, since it is able to allocate more 
of its channels to the more popular (and, more profitable) 
long requests. Still, PBP continues to outperform WC by 
up to 2G%, Figure S(b) shows the results of the same exper- 
imcnt but for negative length/popularity correlation (i.e., 
shorter rcqucsts are more popular). Under such scenarios, 
our results show that the relative improvement offered by 
PBP over WC can reach 50% - 60%. A different perspec- 
tivo is depicted in Figure 6(a), where server utilization (for 
the aamo parameter values and negative correlation) is given 
as a function of the batch size for a flxed burst separation 
of 180 minutes. Note that as the batch size increases, the 
Bursty Arrival model gives rise to worst-case scenarios for 

WC, where a large batch of short requests can flood the 
server leaving no capacity for a following batch of larger re- 
quests. On the other hand, our PBP scheme is capable of 
maintaining a reasonable level of utilization under all cir- 
cumstances. 

The final set of experiments studied the behavior of the 
algorithms under the combined Poisson + Short Bursts ar- 
rival process. We concentrated on a particular scenario 
which, we believe, is common in Video-On-Demand environ- 
ments. Specifically, we assumed that the server is working 
close to capacity serving requests for long (i.e., {90,120,150} 
minutes) movies but occasionally has to handle bursts of 
short (i.e., {5,10,15) minutes) requests. That is, Xlong was 
selected large enough to ensure high system utilization and 
we studied the server utilization as a function of &hort. All 
length popularities were assumed uniform for this experi- 
ment. The results depicted in Figure 6(b) show that, under 
this scenario, PBP can offer a 10% - 15% performance im- 
provement over WC, even at high levels of system utilization. 

6 Conclusions and Future Work 

In this paper, we have addressed the admission control prob- 
lem associated with CM database servers from a novel, on- 
line perspective. Using server throughput as our optimiza- 
tion metric, we showed that the traditionally used Work- 
Conserving policy has a competitive ratio of $$, where 
A is the ratio of the maximum to minimum request length 
and p is the maximum fraction of the server’s bandwidth 
that a request can demand. We developed novel admission 
control strategies based on the simple idea of prepreparti- 
tioning the bandwidth capacity of the server among requests 
of different length and proved that that our strategies are 
O(log A)-competitive for sufficiently large server bandwidth. 
We also showed an D(e) lower bound on the competi- 
tive ratio of any deterministic or randomized algorithm for 
the problem, thus establishing that our bandwidth prepar- 
titioning algorithms are within a multiplicative constant of 
the optimal on-line strategy. Based on the intuition gained 
from our competitiveness results, we proposed prepartition- 
ing schemes that make use of request popularities to ensure 
good average-case as well as robust worst-case performance, 
and experimentally verified their effectiveness against the 
Work-Conserving policy. 

We believe that the analytical and experimental results 
presented in this paper offer new insights to other optimiza- 
tion problems that arise in CM data management. For ex- 
ample, consider the problem of data placement and static 
load balancing in distributed CM servers. Briefly, the prob- 
lem can be described as follows: Given a collection of contin- 
uous media clips with lengths (Zi), rates (Ti), and expected 
popularity (or, probability of access, p;), determine a “good 
quality” mapping of these clips to a collection of servers, 
where each server is characterized bv a bandwidth capacitv 
(Bj) and a storage capacity (Sj) and a clip can be mapped 
to more than one servers (i.e.. renlication of clius is allowed). 

Traditionally, the god of data placement s&emes in this 
setting is to balance the expected bandwidth load (accord- 
ing to the popularities (pi}) across the available servers un- 
der the given server storage constraints [ll, 22, 341. This 
model of “popularity-based data placement” aims at achiev- 
ing good system utilization and balanced system load in 
an average sense. On the other hand, our competitiveness 
results indicate that to ensure robust system performance, 
a placement strategy should also try to achieve some sec- 
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ondary “goals”. One such goal, for example, would be to 
place clips with large bandwidth requirements on servers 
with large bandwidth capacities to guarantee small p frac- 
tions for each server. As another example, the placement 
policy should try to replicate short clips across many servers, 
so that there arc many possibilities of dynamically re-ss- 
signing (e.g., using a baton passing primitive [34]) streams 
delivering these clips to different servers. This obviously re- 
duces the probability of a short request causing the rejection 
of a long request from the system, which is the worst-case 
scenario in all our competitiveness results. Achieving such 
secondary data placement goals is especially important in 
order to ensure good system utilization under short-term 
fluctuations of the load away from the averages (pi} or over- 
load situations where some client requests simply must be 
rcjcctcd. A detailed investigation of the problem is left for 
futuro research. 

The compctitivc analysis framework and results presented 
in this paper suggest several directions for future work. First, 
this work has only considered the bandwidth resource. Con- 
sidering servers with multiple scarce resources poses an in- 
tcrcsting challenge. For example, a request may also need a 
given amount of memory at the server in order to meet its 
performance requirements. This memory requirement can 

be either specified by the request itself (e.g., leaky bucket 
regulated traffic) or assigned by the server to meet the rc- 
quest’s performance goals. Given the limited amount of 
server memory, the admission control mechanism needs to 
consider both the memory and the bandwidth requirements 
of a request. Second, we plan to use our results and method- 
ology as a starting step towards a formal study of dynamic 
on-line load balancing in multimedia storage servers. Prior 
work [ll, 341 has explored the use of techniques such as 
dynamic stream re-assignments and dynamic replica cre- 
ation/coalescing only within ad-hoc schemes, without pro- 
viding any strong performance guarantees or exploiting the 
wealth of theoretical results on on-line load balancing (see, 
for example, [2, 5, 6, 321). Finally, incorporating the con- 
cept of equivalent bandwidth into our on-line analysis is an- 
other interesting problem. Equivalent bandwidth is funda- 
mental for providing sessions with statistical performance 
guarantees. Since the equivalent bandwidth of a collection 
of sessions is typically a simple function of each session’s 
equivalent bandwidth, this concept simplifies the admission 
control for applications with statistical performance guaran- 
tees [12, 191. 
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